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Abstract. With the help of more than 700 reviewers, we assess the reproducibility of nearly 
500 articles published in the journal Management Science before and after the introduction of a 
new Data and Code Disclosure policy in 2019. When considering only articles for which data 
accessibility and hardware and software requirements were not an obstacle for reviewers, the 
results of more than 95% of articles under the new disclosure policy could be fully or largely 
computationally reproduced. However, for 29% of articles, at least part of the data set was 
not accessible to the reviewer. Considering all articles in our sample reduces the share of 
reproduced articles to 68%. These figures represent a significant increase compared with the 
period before the introduction of the disclosure policy, where only 12% of articles voluntarily 
provided replication materials, of which 55% could be (largely) reproduced. Substantial het
erogeneity in reproducibility rates across different fields is mainly driven by differences in 
data set accessibility. Other reasons for unsuccessful reproduction attempts include missing 
code, unresolvable code errors, weak or missing documentation, and software and hardware 
requirements and code complexity. Our findings highlight the importance of journal code 
and data disclosure policies and suggest potential avenues for enhancing their effectiveness.

History: Accepted by David Simchi-Levi, behavioral economics and decision analysis–fast track. 
Supplemental Material: The online appendices and data are available at https://doi.org/10.1287/mnsc. 

2023.03556. 
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1. Introduction
To be relevant and credible, scientific results have to be 
verifiable. The integrity of academic endeavors rests on 
reproducibility, wherein independent researchers obtain 
consistent results using the same methodology and data, 
and replicability, which involves the application of simi
lar procedures to new data.

The significance of these twin principles for scientific 
research is commonly agreed upon. Yet, recent assess
ments of empirical studies in the social sciences suggest 
a concerning rate of non-reproducibility or non-replica
bility (Ioannidis 2005, Ioannidis and Doucouliagos 2013, 
Open Science Collaboration 2015). A replicability crisis 
does not only erode the confidence in individual studies, 
but casts a shadow over entire fields and literatures, and 
may potentially compromise business and policy deci
sions based on these findings. Assessing and addressing 
these issues is imperative to maintain the credibility of 
social science research, including management, psychol
ogy, economics, sociology, and political science, and its 

subsequent applications in economic policies and man
agement strategies, guiding societal progress.

Several reasons are cited in the literature as contribut
ing to reduced replicability, such as publication bias 
(De Long and Lang 1992), undisclosed analysis flexibil
ity (Simmons et al. 2011), p-hacking (Brodeur et al. 
2016), and plain fraud (List et al. 2001, John et al. 2012). 
Ensuring that published results can be reliably repro
duced is a necessary foundation for addressing these 
issues. While tackling the underlying reasons for lim
ited replicability may be difficult, the ability to repro
duce results based on the original data and analyses 
can be seen as a minimum criterion for scientific credi
bility to be expected from all published research (Chris
tensen and Miguel 2018, Nagel 2018, Welch 2019). 
Indeed, if published results cannot be reproduced be
cause data are unavailable or code used for data or 
numerical analysis is missing, poorly documented, or 
error-ridden, then the replicability crisis is partly also a 
reproducibility crisis.
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In this study, we directly assess the reproducibility of 
results reported in nearly 500 research articles published 
in Management Science, a premier general interest aca
demic journal that comprises 14 departments covering a 
broad variety of areas in business and management. In 
2019, the journal introduced a new Policy for Data and 
Code Disclosure,1 which stipulates that “Authors of ac
cepted papers … must provide … the data, programs, 
and other details of the experiment and computations 
sufficient to permit replication.” While our focus is pri
marily on assessing the reproducibility of work published 
since the disclosure policy went into effect, we also ana
lyze articles accepted before May 2019 for comparison.

To reproduce results in articles from a variety of sub
fields of the journal such as finance, accounting, market
ing, operations management, organizations, strategy, 
and behavioral economics, we use a crowd science ap
proach (Nosek et al. 2012, Uhlmann et al. 2019) to lever
age the expertise of many researchers in these different 
subfields. Overall, 733 volunteers joined the Management 
Science Reproducibility Collaboration as reproducibility 
reviewers (see Online Appendix A for all names and 
affiliations), who together reportedly spent more than 
6,500 hours on attempting to reproduce the results re
ported in the articles, using the replication materials and 
information provided by the article authors.

For articles subject to the 2019 disclosure policy, we 
find that when the reviewers obtained all necessary data 
(because they were included, could be accessed else
where, or no data were needed) and managed to meet the 
software and hardware requirements of the analysis, then 
results in the vast majority of articles (95%) were fully or 
largely reproduced.2 However, in approximately 29% of 
the articles, data sets were unavailable either because they 
were proprietary or under a non-disclosure agreement 
(NDA) or because they originated in subscription data 
services to which reviewers did not have access. If we con
sider all assessed articles under the disclosure policy, then 
about 68% could be at least largely reproduced. Because 
data availability was by far the largest obstacle to reprodu
cing results, the methodology used in an article is strongly 
correlated to its reproducibility. Namely, computational 
and simulation studies and online and laboratory ex
periments are more likely to be reproducible than field 
experiments, surveys, and other empirical studies. These 
differences in methodology and data availability are also 
the main drivers for substantial heterogeneity in repro
ducibility across the 14 departments of the journal.

Comparing these results to the period before the intro
duction of the mandatory disclosure policy, we observe 
a substantial increase in reproducibility. When code 
and data disclosure was voluntary, only 12% of article 
authors provided replication materials. Out of these 
selected articles, 55% could be (largely) reproduced.

The share of fully and largely reproduced results in 
our study appears high, in particular considering that 

the code and data editorial team at the journal primarily 
assesses the completeness of replication materials but 
does not attempt reproduction of the results themselves. 
That said, in addition to limited data availability, some 
replication materials suffered from insufficient docu
mentation, missing code, or errors in the code, making 
reproduction impossible. For some studies, reviewers 
obtained different results and were not able to make out 
the reasons for the discrepancies. This implies that there 
is still room for improvement. We discuss implications 
for disclosure policies and procedures at Management Sci
ence and other journals in Section 4 of this paper.

Our results complement findings in a recent literature 
on reproducibility and replicability in the social sciences. 
The definitions of these terms vary somewhat across 
studies, with some overlaps in their meaning (Christen
sen and Miguel 2018, Welch 2019, Dreber and Johannes
son 2023, Pérignon et al. 2023). “Replication” typically 
refers to verifying the results of a study using different 
data sets and different methods, thus exploring the 
robustness of results. The term “computational repro
ducibility” comes closest to the scope of our study and is 
defined as the extent to which results in studies can be 
reproduced based on the same data and analysis as the 
original study.3 Other types of reproducibility may con
sider recreation of analysis and data or explore robust
ness to alternative analytical decisions (see also Dreber 
and Johannesson 2023, for an in-depth discussion).

Recent systematic replication attempts of published 
results in the social sciences yielded replication rates of 
36% in psychology (Open Science Collaboration 2015, 
n� 100), 61% in laboratory experiments in economics 
(Camerer et al. 2016, n� 18), 62% in social science experi
ments published in Nature and Science (Camerer et al. 
2018, n� 21), and 80% in behavioral operations manage
ment studies published in Management Science (Davis 
et al. 2023, n� 10).

In the field of economics, a number of studies targeting 
different subfields have set out to evaluate the computa
tional reproducibility of results. The Journal of Money, 
Credit and Banking (JMCB) was one of the first journals to 
introduce a “data availability policy” and one of the first 
ones to be evaluated. Dewald et al. (1986) assess the first 
54 studies subject to the policy. Only eight studies (14.8%) 
submitted materials that were deemed sufficient to at
tempt a reproduction, and only four of these studies 
could be reproduced without major issues. As the authors 
put it, “inadvertent errors … are a commonplace rather 
than a rare occurrence” (Dewald et al. 1986, p. 587). Mc
Cullough et al. (2006) examine JMCB articles published 
between 1996 and 2002 and successfully reproduce 
22.6% of 62 examined works with a code and data 
archive, and only 7.5% considering all 186 relevant 
empirical articles in the journal. McCullough et al. 
(2008) report that for articles published between 1993 
and 2003 in the Federal Reserve Bank of St. Louis 
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Review, only 9 of 125 studies (7.2%) with an archive 
could be successfully reproduced.

One of the top journals in economics, the American Eco
nomic Review, introduced a data and code availability 
policy in 2004, and other top journals followed. In exam
ining this policy for studies published between 2006 and 
2008, Glandon (2011) reports that, among the studies 
with sufficient data archives, five of nine studies (55.6%) 
could be reproduced without major issues. Overall, how
ever, only 20 of 39 sampled studies (51.3%) contained a 
complete archive, and for 8 studies (20.5%), a reproduc
tion was not feasible without contacting the authors.

More recently, Chang and Li (2017) attempted to repro
duce articles in macroeconomics published between 2008 
and 2013 across several leading journals and successfully 
reproduced 22 of 67 studies (32.8%). Gertler et al. (2018) 
examined the reproducibility of 203 empirical studies pub
lished in 2016 that did not contain proprietary or otherwise 
restricted data, and were able to reproduce 37% of them 
(but only 14% from the raw data). For 72% of the studies 
in the sample, code was provided but executed without 
errors in only 40% of the attempts. Herbert et al. (2023) ask 
undergraduate economics students to attempt to repro
duce 303 studies published in the American Economic Jour
nal: Applied Economics between 2009 and 2018. Only 162 
studies contained non-confidential and non-proprietary 
data. For these, 68 reproduction attempts (42.0%) were 
successful and another 69 (42.6%) were deemed partially 
successful. Pérignon et al. (2023) leverage a set of 168 repli
cation packages produced in the context of an open science 
multianalyst study in empirical finance (Menkveld et al. 
2023). Of 1,008 hypothesis tests across all materials, 524 
(52.0%) were fully reproducible, with another 114 (11.3%) 
yielding only small differences to the original results.

Reproducibility studies in other related fields show 
similarly limited reproducibility. For a sample of 24 stud
ies subject to the Quarterly Journal of Political Science’s 
data and code review, Eubank (2016) finds that only 4 
(16.7%) did not require any modification in order to 
reproduce the results. In genetics, Ioannidis et al. (2009) 
report that only 8 of 18 microarray gene expression anal
yses (44.4%) were reproducible. An analysis of biomedi
cal randomized controlled trials yields 14 of 37 (37.8%) 
successfully reproduced studies (Naudet et al. 2018). Art
ner et al. (2021) attempt to reproduce the main results 
from 46 published articles in psychology with the under
lying data but no code and were successful in 163 of 232 
statistical tests (70.3%). Xiong and Cribben (2023) exam
ine the reproducibility of 93 articles using functional 
magnetic resonance imaging (fMRI) published in promi
nent statistics journals between 2010 and 2021, of which 
only 23 (24.7%) included the actual data set and 14 
(15.1%) could be fully reproduced.

A comparison of reproducibility rates across different 
studies is difficult. Different studies often apply different 
definitions and standards of reproducibility, and reasons 

for non-reproducibility may differ between different jour
nals due to different policies and enforcement procedures 
and different methods and data availability conditions in 
their fields. For example, our share of 95% of (largely) 
reproduced articles (conditional on data being available 
to the reviewer and hardware and software requirements 
being met) appears to be in a similar ballpark as the 85% 
of at least partially successful reproductions at the AEJ: 
Applied Economics. However, although both journals 
have similar disclosure policies, in the respective time 
periods, replication materials of articles at AEJ:AE only 
underwent a cursory review, whereas the code and 
data editorial team at Management Science checked all 
replication packages for completeness.

In recent years, there have been significant develop
ments in the institutional arrangements for reproducibility 
of journal articles. For economics, Vlaeminck (2021) report 
that in a sample of 327 journals, 59% have data availability 
policies, a significant increase compared with 21% in the 
year 2014. Similar developments are present in the fields 
of business and management. For example, several other 
journals published by INFORMS have adopted similar 
code and data disclosure policies after Management Science 
took the lead in 2019. At the time of writing this paper, 20 
of the 24 journals used for the University of Texas Dallas 
Business School rankings have a code/data disclosure 
policy, but only 10 made code/ data sharing compulsory, 
and only 2 have a code and data editor enforcing the pol
icy.4 Colliard et al. (2023) discuss journals’ incentives with 
respect to reproducibility, and Höffler (2017) provides evi
dence that, in economics, journals with disclosure policies 
are more often cited than journals without such policies.

The ability to reproduce results reported in published 
articles by executing the code on the data, both provided 
by the authors, does not, by itself, guarantee that results 
are replicable. However, it does provide a useful baseline. 
It increases confidence that reported results could, in prin
ciple, be replicated. Allowing access to original code and 
data also makes it possible for independent research 
teams to scrutinize robustness, conduct their own analysis 
including meta-analytical work spanning multiple stud
ies and data sets, reuse code in other research, and either 
build on the results or design studies to show the limita
tions of original results. The ability to do this promotes 
scientific discourse, and importantly, also decreases in
centives for academic fraud and data falsification.

2. Study Design and Procedures
2.1. Procedures
Prior to 2019, Management Science encouraged but 
did not require the disclosure of data for submitted/ 
accepted manuscripts. In June 2019, a new policy was 
established, which applied to all newly submitted manu
scripts and is still in effect at the time of this writing. The 
policy requires that all code and data associated with 
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accepted manuscripts at Management Science have to be 
provided before the manuscript goes into production, 
but it also allows some exceptions, in particular licensed 
data (Compustat, Center for Research in Security Prices 
(CRSP), Factset, Wharton Research Data Services (WRDS), 
etc.), proprietary data, or confidential data under an 
NDA. In these cases, detailed descriptions of data prove
nance and data set creation are expected. The journal 
established the position of a code and data editor (CDE) 
and consequently positions of code and data associate 
editors (CDAEs), who review all replication packages for 
completeness before an article goes into production. 
However, the CDE and CDAEs are volunteer positions, 
so there are limits to a complete check of the packages of 
all accepted articles for reproduction.5

Our study, preregistered at the Open Science Frame
work,6 attempts to assess the reproducibility of articles 
published in Management Science before and after the 
introduction of the 2019 policy, based on the materials 
provided by the authors. For the period after the policy 
change, our initial sample consists of 447 articles7 that 
fell under the disclosure policy introduced in June 2019, 
had been reviewed by the CDE team through January 
2023, and were published (with their compulsory repli
cation package) on the journal’s website. As a compari
son sample we chose all 334 articles that were accepted 
at the journal between January 2018 and April 2019 and 
would have fallen under the disclosure policy (i.e., in
clude code or data) but were accepted before the an
nouncement of the policy and were thus not subject to 
the policy (which only applied to articles initially submit
ted after June 1, 2019).8 Of those 334 articles, for 42 the 
authors had voluntarily provided a replication package, 
which entered our project reviews. Thus, the size of 
our initial sample of replication packages to be repro
duced is 489.

On January 12, 2023, the editor-in-chief of Management 
Science wrote an email to all 9,762 reviewers who provided 
a review to the journal in the past five years, introducing 
the project and inviting them to serve as reproducibility 
reviewers (see Online Appendix E.1). In addition, the invi
tation to participate in the project was sent via professional 
mailing lists (e.g., Behavioral Economics, Finance, Market
ing). In total, 927 researchers completed an initial reviewer 
survey asking for their research fields (namely, to which 
Management Science departments they would typically 
submit their manuscripts) and their familiarity with dif
ferent analysis software/frameworks and databases (see 
Online Appendix E.2).

The assignment of articles to reviewers proceeded 
over two main assignment rounds and a consecutive 
third round. In the first assignment round at the begin
ning of February 2023, we attempted to find a reviewer 
for each of the 489 packages out of the 927 reviewers. We 
applied the Hungarian method (Kuhn 1955) that tries to 
maximize the match with penalties for mismatches in 

department, software skills, and database access, and 
random resolution of ties (see Hornik 2005, for the R 
implementation). These matches were then manually 
assessed for potential conflicts of interest (e.g., reviewer 
and author in the same department), in which case article 
and reviewer were removed from the match and re- 
entered the “pools” of articles and reviewers. Once the 
match was completed, all reviewers received an email 
informing them of their assignment, with links to the 
article, the supplementary materials page, and to guide
lines for reviewers. Reviewers were also asked to either 
confirm their assignment or to contact us to indicate any 
conflicts of interests or other reasons that they could not 
provide a report for the assigned article. These cases 
were also added back to the pool.

After two weeks, we ran a second assignment round. 
For articles, the sample consisted of previously un
matched articles (which received priority) and a second 
set of all articles (to find a second reviewer for many of 
them). All reviewers with no assignment yet entered the 
match. We once again used the Hungarian method with 
moderate penalties for department and software mis
matches and prohibitive penalties for assignments of the 
same article or previous assignments, and random reso
lution of ties. The resulting match was screened for con
flicts of interests. As before, reviewers received their 
assignment by email, and any reported mismatches or 
conflicts were tracked. A few dropouts of reviewers 
were recorded; otherwise, articles and reviewers re- 
entered the “pool.” Reviewers who did not confirm their 
assignment in the first or second round received a 
reminder email at the end of February.

The third round of assignments, from the beginning of 
March 2023, was run continuously in several waves and 
mostly manually. Once a sufficient mass of articles (rejec
tions of assignments, leftover articles who have not 
received their second assignment yet) and reviewers 
(unmatched reviewers or reviewers available for another 
report) was reached, for each article, a list of all possible 
compatible reviewer matches was compiled, and out of 
this, one reviewer was assigned. As before, reviewers 
were informed about their match and asked to confirm 
their assignment.

Reviewers were asked to make an honest attempt to a 
reproduction of the article’s main results (figures, tables, 
and other results in the main manuscript) solely based 
on the provided replication materials (and not to contact 
the original authors of the articles; see McCullough et al. 
2006, for similar approaches) and to provide their report 
within about five weeks (although we also accepted late 
entries). Reviewers submitted their report through a 
structured survey implemented in Qualtrics (see Online 
Appendix E.3). They also received detailed guidelines 
(see Online Appendix E.4), providing definitions for dif
ferent reproducibility assessment outcomes and expla
nations for all survey fields. The survey asked for an 
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overall assessment, information about the content of the 
replication package (readme, data, code, etc.) and their 
quality, individual reproducibility assessment of all re
sults tables and figures and other results reported in the 
manuscript, as well as assessments of time spent, of their 
own expertise in research field and analysis methods, 
and of their expectation of the replicability (as opposed 
to reproducibility) of the article. Reviewers were also 
asked to provide evidence of their reproduction attempts 
in the form of log files or screenshots.

During the whole review period, we answered any 
questions from reviewers by email. Once a significant 
number of reviews had been collected, we checked them 
for completeness and consistency. Where necessary, we 
followed up with reviewers to clarify questions and 
resolve inconsistencies.9 All in all, we followed up on 
about 13% of all reports.

In late September 2023, we wrote emails to all corre
sponding authors of the articles for which we obtained 
reports and provided them with the reports (redacted 
for anonymity). Authors could submit a short comment 
of up to 2,000 characters on each report, which was then 
included in our data set.10 A total of 115 authors or 
author teams made use of this possibility and submitted 
comments.

2.2. Final Sample
In total, we received 753 reports from 675 reviewers and 
reviewer teams who spent in total more than 6,500 hours 
on this project.11 We allowed reviewers to enlist the help 
of a colleague as a secondary reviewer, so for 61 reports, 
reviewers are actually a team of two persons. While 599 
reviewers provided one report each, 74 reviewers pro
vided reports for two different articles, and 2 reviewers 
provided reports for three articles.

Table 1 shows that a majority of reviewers are at an 
intermediate stage in their academic career, at the associ
ate professor, assistant professor, or postdoc level. About 
one in seven reviewers is a full professor and about 
the same number are PhD students. In addition, there 
are reviewers working in other roles at research and 
professional institutions. Across these career levels, re
viewers differ in their frequency of enlisting a secondary 
reviewer (with full or associate professors being more 
likely to do so, whereas almost all PhD students worked 

alone) and the time spent (differences there are mainly 
driven by whether it was a team or not). However, they 
do not differ much in their self-assessed expertise in the 
method or topic of the article. In our analysis below, 
we also do not find any systematic differences across 
reviewer characteristics in terms of assessment outcomes 
or other report characteristics.

Table 2 gives an overview of our final sample of 
assessed articles. Of the 781 articles, 292 from before the 
introduction of the 2019 policy had no replication package 
and are therefore not assessed. For 30 articles with replica
tion packages, we could not find a suitable reviewer and 
thus cannot report any reproducibility results.12

In Table 3, we list the Management Science departments 
where the articles in our final sample appeared.13 This 
distribution is representative for articles in the journal, 
with Finance, Behavioral Economics and Decision Anal
ysis, Accounting, and Operations Management being the 
largest fields. To facilitate the matching of reviewers and 
articles, upon registration, we asked reviewers to which 
department(s) they would most likely send one of their 
articles. Table 3 shows the distribution of the first-named 
department. This distribution follows largely the distri
bution of articles, with the exception that researchers 
from Behavioral Economics and Decision Analysis 
contribute disproportionately.14 During code and data 
review, the CDE team usually classifies articles into one 
of five categories according to their main methods. While 
about one-fifth of the articles in the sample mainly use 
simulations or computations (and thus often do not rely 
on data), almost 60% of the articles in our sample are 
based on empirical data (primary or secondary data sets 
that do not originate from experiments or surveys), with 
the remaining articles discussing laboratory or online 
experiments (15%), field experimental data (4%), or data 
from surveys (3%).

2.3. Reviewer Consistency and Aggregation
To obtain information on potential variability in repro
ducibility assessments, we aimed to get not just one but 
two reports for as many articles/replication packages as 
possible. We succeeded in obtaining two reproducibility 
reports for 294 articles. For 59% of these articles, both 
reviewers chose the exact same overall assessment. 
When only considering whether a reviewer classified an 

Table 1. Reviewer Characteristics

N � 675 Share
Enlisted second 

reviewer
Average 

hours spent

Average expertise

Method (0–100) Topic (0–100)

Professor 14% 21% 13.1 84.3 60.8
Associate professor 26% 11% 8.3 83.2 61.5
Assistant professor/postdoc 40% 6% 8.4 84.1 58.7
PhD student 16% 1% 9.0 83.8 59.2
Other 4% 3% 6.1 82.8 52.7
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article as at least largely reproducible, or not, then the 
agreement rate is 86%. For the overall assessment of 
reproducibility, reviewers seem to mostly differ on 
whether some minor issues are worth mentioning (in gen
erally reproducible studies), and whether a few results 
that can be recovered are sufficient to deem a study 
“Largely reproduced” rather than “Not reproduced.” 
Otherwise, differences may result from whether reviewers 
obtained access to data sets, managed to run the code in 
the appropriate software environment, or how much 
effort they put into the reproduction.15

In our analysis presented in the next section, we aggre
gate assessments at the article level. Specifically, if both 
reviewers chose the same overall assessment, we select 
one report randomly. If we have two reports for an arti
cle, we select the report with the higher reproducibility 
assessment. This is based on the expected error structure 
in assessments. When one reviewer could obtain the data 
or run the software, but the other reviewer could not, 
then the former’s more informed reproducibility judge
ment should be at least as positive as the latter’s. Simi
larly, while random reviewer errors in assessing the 
results may lead to a lower reproducibility classification, 
it is unlikely that those errors yielded exactly the results 
also obtained by the original authors. Because reviewers 
had to document their reproducibility efforts and upload 
log files or screenshots, it seems unlikely that they would 
have incentives to overstate an assessment result.

Our approach in using the higher assessment of multi
ple reviews is in line with other reproducibility studies 
(e.g., Herbert et al. 2023). At the end of the next section, 

we discuss the robustness of our results to using other 
aggregation rules or analyzing the data at the level of 
individual figures and tables, with detailed results in
cluded in Online Appendix C.

3. Results
3.1. Main Results
In addition to individual reproducibility assessments of 
tables, figures, and other results, we asked reviewers for 
an overall assessment of their reproduction attempt. The 
guidelines given to reviewers stated the following assess
ment classifications: 
• An assessment of “Fully reproduced” means that 

the output of the reproduction analysis shows the exact 
same results as reported in the article, for all results 
reported in the main manuscript.
• “Largely reproduced, with minor issues” means 

that there may be small differences in the reproduction 
output compared with the results in the original article, 
but the article’s conclusions and learnings stay the same.
• “Largely not reproduced, with major issues” 

means that there are major differences in the output 
compared with the results in the article, such that the 
reproduction results could not be used to support the 
conclusions of the original article.
• An assessment of “Not reproduced” means that 

the results from the reproduction cannot support the 
conclusions drawn in the paper, either because the out
put is different, or because the results cannot be pro
duced at all because of missing data or non-recoverable 
code.

Table 2. Initial and Final Sample of Articles and Reports

Before 2019 policy After 2019 policy Total

Initial sample of articles 334 447 781
Articles with replication package available 42 447 489
Articles with package and report(s) 40 419 459

One report 16 149 165
Two reports 24 270 294

Table 3. Fields of Assessed Articles and Reviewers

Management Science department Abbreviation Share of articles (N � 489) Share of reviewers (N � 675)

Finance FIN 27.4% 24.3%
Behavioral Economics and Decision Analysis BDE 18.4% 30.1%
Accounting ACC 12.5% 8.2%
Operations Management OPM 9.2% 7.1%
Marketing MKG 5.7% 6.5%
Revenue Management and Market Analytics RMA 4.7% 0.7%
Information Systems INS 4.3% 4.0%
Business Strategy BST 3.3% 4.6%
Healthcare Management HCM 3.3% 1.9%
Big Data Analytics/Data Science BDA 3.1% 3.4%
Organizations ORG 3.1% 3.6%
Entrepreneurship and Innovation ENI 2.3% 4.0%
Optimization OPT 1.4% 1.2%
Stochastic Models and Simulations SMS 1.4% 0.4%
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However, equipped with these guidelines, the even
tual categorization of the article remains subjective to the 
reviewer. For all overall assessments of “Largely not 
reproduced” and “Not reproduced,” we reviewed the 
individual reports to distill the main reasons for limited 
reproducibility. Consequently, cases where the reviewer 
was not able to get access to a required data set or could 
not meet the software and hardware requirements of the 
analysis were labeled “Not verifiable” and “Largely not 
verifiable” rather than “Not reproduced” and “Largely 
not reproduced,” respectively.16

Based on these classifications, Figure 1 presents our 
main outcomes. The upper two panels show reproduc
ibility assessments for articles that were subject to the 
disclosure policy introduced in 2019, whereas the lower 
two panels pertain to articles that were accepted before 
that policy. The first panel shows the distribution of 
assessments conditional on reproducibility being verifi
able. Among these articles, 95.3% could be classified as 
fully reproduced or largely reproduced. However, for 
29% of assessed articles, reviewers could not obtain the 
data set, and in 1% the hardware and software require
ments could not be met (e.g., software could not be 
installed, or the code would run for an untenable amount 
of time). Also in these cases, reviewers were not able to 
reproduce the results. The second panel in Figure 1
includes these cases, displaying results for all assessed 
articles. The share of articles that our reviewers were 
able to fully or largely reproduce is 67.5%.

The third panel of Figure 1 shows the overall assess
ments for the 40 articles from the time before the 2019 

disclosure policy was introduced, for which replication 
materials were available. Our reviewers could repro
duce or largely reproduce the results of 55% of these 
articles.17 In the fourth panel of Figure 1, we include all 
332 articles from our sample of articles accepted before 
the 2019 disclosure policy. Considering those articles 
that do not voluntarily provide replication materials as 
not reproducible reduces the share of at least largely 
reproduced articles to 6.6%.18

Results from linear probability models, displayed in 
Table 4, lend statistical support to the positive change 
since the introduction of the data and code disclosure 
policy. In Model 1, we regress whether an article could 
be at least largely reproduced or not on the policy 
dummy for all articles in our sample (i.e., we are com
paring the second and the fourth panels in Figure 1), 
indicating that after the introduction of the policy, a 
randomly chosen article is 61% more likely to be re
produced. In Model 2 we restrict our attention to the 
sample of articles for which a replication package was 
provided (i.e., comparing the second and the third panel 
in Figure 1). In this regression, the coefficient for the pol
icy is positive but statistically not significant (p� 0.109). 
Finally, Model 3 focuses on all articles that are consid
ered verifiable (i.e., comparing the second and the third 
panel in Figure 1 but without the non-verifiable articles). 
The policy coefficient indicates that conditional on data 
being available and hardware and software require
ments being met, articles are 19% more likely to be 
reproducible after the introduction of the disclosure 
policy.19

Figure 1. (Color online) Overall Article Reproducibility Assessments by Policy 
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The unavailability of data is one of the major impedi
ments for reviewers to reproduce an article. A data set 
may be unavailable, for example, because the reviewer 
does not have a subscription to the commercial provider, 
because the data set was collected under NDA with the 
involved company, or because the data set contains sen
sitive information (e.g., on personal health or illegal 
activity). For the sample of 136 reviewed articles fall
ing under the disclosure policy that were classified as 
either “Not reproduced” or “Largely not reproduced,” 
Figure 2 displays the main reasons we identified for the 
reviewers’ failure to reproduce.20

Limited access to the data set was a reproducibility 
barrier for 88% of non-reproducible articles, and the time 
needed to run the code, complexity of the code, or issues 
with installing the software environment were the rea
sons for non-reproducibility of another 3%. Other rea
sons included the non-availability of code or functions 
(13%), insufficient or missing documentation (7%), or 
unresolvable errors when executing the code (5%). For 
4% of the non-reproducible or largely not reproducible 
articles, the main reason for this assessment was that the 
reproduction yielded partly different results than 
reported in the article.21

Because many authors cannot include the original 
data in their replication packages for various reasons, in 
such cases, the code and data editor at the journal started 

to encourage the provision of log files that can show that 
the analysis code works and produces the desired 
results. Correspondingly, about 52% of the articles classi
fied as “Not verifiable” or “Largely not verifiable” in
cluded log files for all results in the replication package, 
and a further 24% included log files for at least some 
results. Consequently, 60% of (largely) not verifiable arti
cles were assessed as “Not reproduced but consistent 
with log files” (84% of those that provided all log files, 
and 66% of those that provided at least some logs).

3.2. Variation in Reproducibility
Our data allow us to break down the reproducibility of 
articles published under the disclosure policy to the level 
of research fields and types of research. Figure 3 shows 
the reproducibility assessments across the 14 Man
agement Science departments. We observe considerable 
heterogeneity in the share of reproduced or largely 
reproduced articles across the different fields, ranging 
from 42% to 100%. However, there are substantial differ
ences in the number of published articles across de
partments. Also, data availability may vary drastically 
between different fields.

While many studies in the department Behavioral Eco
nomics and Decision Analysis (BDE) rely on primary 
data from experiments, other fields often use proprietary 
data from subscription databases (e.g., Compustat, 

Table 4. Regressing Reproducibility on Disclosure Policy Existence

(1) All articles, including without package (2) All articles with package (3) All verifiable articles

Sample of articles Coefficient Standard error Coefficient Standard error Coefficient Standard error

Constant 0.066*** (0.021) 0.550*** (0.075) 0.759*** (0.045)
Disclosure policy 0.609*** (0.028) 0.125 (0.078) 0.194*** (0.047)
Observations 751 459 326
R2 0.379 0.006 0.051

Note. The dependent variable is a binary indicator whether the article was classified as “fully reproduced” or “largely reproduced”, or not.
*, **, and *** indicate significance at the 10%, 5%, and 1% level, respectively.

Figure 2. (Color online) Reasons for Non-reproducibility for Articles Since 2019 Policy 
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CRSP, WRDS) or confidential and sensitive data that 
cannot be shared with other researchers (e.g., field ex
periments with companies, healthcare data, or sensitive 
surveys). In Figure 4, we distinguish reproducibility out
comes by the primary type/method of the article, as clas
sified during the journal’s code and data review. We 
indeed observe significant differences in the reproducibil
ity outcomes across articles using different methods. All 
studies reporting on laboratory and online experiments 
include their data set, making them highly reproducible. 
Most studies running simulations or other computations, 
mostly embedded in theoretical articles, do not rely on 
data sets, making them highly reproducible. Conversely, 
many empirical studies with primary or secondary data 
sets rely on proprietary or subscription data, making 
them less reproducible if reviewers have no access to these 
data sets. Field experiments in business fields often run 
under NDAs, and survey studies may include sensitive 
data that cannot be shared (sometimes even ethics com
mittees restrict the publication of data sets).22

In Table 5, we report three linear probability models in 
which we assess this heterogeneity statistically. The out
come variable in all three models is a dummy indicating 
whether an article is classified as fully or largely repro
duced, or not. In Model 1, we regress reproducibility on 
department fixed effects, with the baseline being the 

Finance department (FIN), with a sizable sample size 
and close to the average reproducibility level. We 
observe that the SMS and BDE departments have signifi
cantly higher reproducibility rates than the Finance 
department, while the other departments do not differ 
significantly from Finance. In Model 2, we regress the 
same outcome on article type fixed effects, with articles 
based on surveys as the baseline. We find that while field 
experiments and empirical studies (other than experi
ments or surveys) do not differ from survey studies in 
their reproducibility, laboratory/online experiments and 
articles featuring simulation/computation are signifi
cantly more likely to be reproducible. Finally, in Model 3, 
we include both department and article type fixed effects. 
The coefficients for article type are not much affected by 
including department fixed effects, whereas, vice versa, 
there are some sizable changes. Once accounting for the 
article type/method used, articles in departments SMS 
and BDE are not significantly more reproducible any
more compared to other departments, namely Finance. 
On the other hand, controlling for methods, articles in the 
Accounting (ACC) department are significantly more 
reproducible than articles in Finance (more often includ
ing the data set), and articles in the field of Big Data Ana
lytics (BDA) are less reproducible (as data sets are often 
not included or accessible).

Figure 3. (Color online) Overall Reproducibility Assessments by Journal Department 

Note. Department acronyms are as follows: SMS, Stochastic Models and Simulations; BDE, Behavioral Economics and Decision Analysis; ENI, 
Entrepreneurship and Innovation; RMA, Revenue Management and Market Analytics; ACC, Accounting; OPM, Operations Management; OPT, 
Optimization; BDA, Big Data Analytics/Data Science; FIN, Finance; HCM, Healthcare Management; INS, Information Systems; MKG, Market
ing; ORG, Organizations; BST, Business Strategy.
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3.3. Robustness
In the previous analysis we only considered repro
ducibility assessments at the article level, taking the 
higher assessment if two reports were available for an 
article. To examine the robustness of our results, we also 

examine the reproducibility for different aggregation 
rules, at the level of individual reports and at the level of 
tables, figures, and other results.

In Online Appendix C, Table C.1 reports distributions 
of overall assessments when choosing the report with 

Figure 4. (Color online) Overall Reproducibility Assessments by Article Type/Method 

Table 5. Regressing Reproducibility on Journal Department and Article Type

(1) (2) (3)

Coefficient Standard error Coefficient Standard error Coefficient Standard error

Constant 0.629*** (0.041) 0.600*** (0.138) 0.630*** (0.146)
SMS 0.371* (0.209) 0.034 (0.207)
BDE 0.250*** (0.070) 0.019 (0.087)
ENI 0.171 (0.151) 0.215 (0.143)
RMA 0.160 (0.113) �0.110 (0.118)
ACC 0.073 (0.073) 0.128* (0.070)
OPM 0.055 (0.085) �0.049 (0.083)
OPT 0.038 (0.192) �0.299 (0.191)
BDA 0.014 (0.129) �0.323** (0.137)
HCM �0.067 (0.122) �0.059 (0.115)
INS �0.103 (0.113) �0.073 (0.108)
MKG �0.129 (0.111) �0.118 (0.106)
ORG �0.167 (0.134) �0.120 (0.127)
BST �0.212 (0.139) �0.188 (0.134)
Laboratory/online experiments 0.384** (0.149) 0.336** (0.153)
Simulation/computation 0.254* (0.146) 0.336** (0.155)
Field experiment �0.044 (0.172) �0.009 (0.173)
Empirical study �0.051 (0.141) �0.087 (0.143)
Observations 419 419 419
R2 0.072 0.140 0.180

Notes. The dependent variable is a binary indicator whether the article was classified as “fully reproduced” or “largely reproduced” or not. 
Baseline is the Finance department and survey studies. Department acronyms are as follows: SMS, Stochastic Models and Simulations; BDE, 
Behavioral Economics and Decision Analysis; ENI, Entrepreneurship and Innovation; RMA, Revenue Management and Market Analytics; ACC, 
Accounting; OPM, Operations Management; OPT, Optimization; BDA, Big Data Analytics/Data Science; FIN, Finance; HCM, Healthcare 
Management; INS, Information Systems; MKG, Marketing; ORG, Organizations; BST, Business Strategy.

*, **, and *** indicate significance at the 10%, 5%, and 1% level, respectively.
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the lower assessment whenever there are multiple re
ports for an article and when randomly selecting one of 
two reports (with 10,000 repetitions). Since in our previ
ous aggregation we selected the report with the higher 
reproducibility assessment, these data show somewhat 
lower reproducibility levels. However, the differences 
are rather small. For example, compared with the 95.3% 
(largely or fully) reproduced results for verifiable articles 
reported earlier, we observe 91.4% when taking the 
lower assessment of multiple reports, and 93.8% when 
randomizing which of two assessments is considered.

The regressions reported in Table C.2 are based on all 
reports rather than just one report per article, clustering 
standard errors at the article level. Their results mirror 
the results on policy effects reported in Table 4. Overall, 
the same reproducibility patterns emerge: The main rea
son for non-reproducibility is data access, departments 
differ widely in their reproduction rates, but that is to a 
large extent driven by different methods being used 
across departments.

Online Appendix C also reports and discusses the 
assessment results for individual tables, figures, and 
other results (e.g., statistical tests reported in the manu
script texts). As to be expected, these individual results 
are highly correlated with the overall assessments. For 
example, in reports that reached an overall assessment of 
“Fully reproduced,” 99.1% of individual tables and 
99.7% of individual figures were classified as largely or 
fully reproduced. When the overall assessment was 
“Not reproduced,” only 2.7% of tables and 7.5% of 
figures could be reproduced, on average.

4. Discussion and Conclusion
In this study we undertake a comprehensive assessment 
of the reproducibility of results in Management Science. 
With the collaborative efforts of more than 700 re
viewers, we examine nearly 500 articles to assess the 
computational reproducibility of their results. For articles 
published since the introduction of the 2019 disclosure 
policy, the good news is that more than 95% of articles 
could be fully or largely computationally reproduced, 
when data accessibility and hardware/software require
ments were not obstacles for reviewers. This appears 
commendable. However, reviewers faced data accessibil
ity challenges for approximately 29% of the articles in 
our sample, and the overall rate of successful reproduc
tion is reduced to 68% when considering such articles as 
non-reproducible. Relatedly, differences in methods and 
data set accessibility also drive heterogeneity in repro
ducibility rates across different fields.

This makes data availability a central issue in repro
ducibility. To improve the credibility of research within 
business and management, efforts should be directed 
toward facilitating data access and sharing. Strictly re
stricting a journal in the area of business, economics, and 

management to only articles that can freely share their 
data seems unrealistic and would exclude valuable re
search from being published. Instead, other arrange
ments may need to be found for such cases. Approaches 
could include, among others, 
• The inclusion of de-identified data in the repli

cation package, only useful for reproduction but not 
for new original research;
• Agreements with subscription databases for access 

for reproduction purposes via the journal;
• Providing access to data sets through special infra

structure that limits use to specific purposes (similar to 
platforms used by government agencies to provide 
micro data); or
• Sharing data only with a journal’s code and data 

editor or with a third-party agency which then certifies 
reproducibility.

In addition, human subjects ethics committees may 
need to be sensitized to also consider the ethics of research 
transparency in their deliberations, to find compromises 
that at the same time ensure human participant privacy 
and allow for the full reproduction of research results. 
Data access limitations also touch on important questions 
of fairness and bias: With proprietary, non-open data sets, 
certain research results may only be obtained by privi
leged researchers, with the data provider serving as a 
gatekeeper with potential conflicts of interest.

Our study underscores the value of large-scale repro
ducibility assessment projects. We provide an assess
ment of the current state of affairs in the field of business 
and management, and thus contribute to drawing a real
istic picture of the overall credibility of research in the 
field. Repeating such assessments will serve as a form of 
quality control for newly developed journal policies and 
procedures. The project showcases best practices and 
may help developing standards for replication materials 
but also identifies major gaps and weaknesses in current 
policies that need to be addressed. Our results can influ
ence journal and funding agency policy decisions. The 
active participation of more than 700 reviewers who 
invested significant time and effort in reproducing re
sults highlights the commitment in the community to 
improving scientific rigor. In an ex post survey, quite a 
few of our reviewers reported that their participation 
was a great learning experience, in particular with res
pect to preparing their own future replication packages. 
Informed about the assessments of their articles, most 
authors appreciated the reviewers’ comments, and many 
voluntarily provided improved versions of their repli
cation packages that address the reviewer comments. 
Thus, this project also raised awareness of reproduci
bility issues, furthering a culture of open science, and 
potentially also the quality of (existing and future) repli
cation materials.

That said, our study also sheds light on the signifi
cance of journal code and data review procedures. We 
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observe that the introduction of the 2019 disclosure pol
icy is associated with a significant increase in the repro
ducibility of articles in Management Science. When code 
and data disclosure was voluntary, only 12% of authors 
submitted replication materials (out of which 55% could 
be at least largely reproduced). This suggests that the 
policy’s effect is largely driven by increasing the mere 
verifiability of articles. However, there is still room for sig
nificant improvement. Smaller-scale changes could be 
targeted toward improving the current process, such as 
increasing incentives for authors to provide proper repli
cation packages right away by making the acceptance 
decision conditional on replication package approval, or 
integrating the code and data review process into the 
manuscript handling system to make it more efficient 
and transparent.

A more comprehensive reevaluation of code and data 
review procedures, however, may foster the pivotal role 
that code and data review plays in ensuring research 
reproducibility more effectively. In particular, large-scale 
reproducibility projects such as the present study may 
become obsolete if the journal puts resources and pro
cesses into verifying reproducibility already upon publi
cation of an article. In the current institutional setup, the 
code and data editor at Management Science and his team 
of associate editors are volunteers with naturally limited 
capacity to conduct comprehensive reproduction. To 
that end, different institutional arrangements may be 
advisable: 
• Similar to the institutional setup at the American 

Economic Association (Vilhuber 2019), code and data 
review could be professionalized by introducing the 
position of a (half- or full-time) paid code and data edi
tor, with appropriate budget for assistance and soft
ware and data access.
• Code and data review and reproducibility certifi

cation could be delegated to a third-party agency that 
conducts these activities for a fee (such as, for example, 
the Odum Institute used by the American Journal of 
Political Science, or CASCaD; Pérignon et al. 2019).
• The fact that more than 700 reviewers participated 

in this project indicates that there is sufficient expertise 
in the community to integrate the code and data review 
into the peer review cycle of a manuscript, with low 
direct costs. For example, in a last minor revision 
round, one reviewer could be assigned by the depart
ment or associate editor to review the replication mate
rials and certify reproducibility. However, while the 
willingness to participate in this project may have been 
driven by its novelty, one might have to consider other 
incentives for reviewers when establishing such repro
ducibility assessments as a regular procedure.

The scope of code and data policies extends be
yond just enabling computational reproduction; their 
broader aim is to facilitate the replication of research 
results to assert their robustness and generalizability. 

Reproducibility does not imply replicability. There 
may be instances where a study is reproducible but not 
replicable (e.g., the results can be obtained with the 
same data set but not with a new data set generated in 
a different context). Conversely, a study might not be 
reproducible but replicable (e.g., the original data set 
may be unavailable so the code cannot be applied, but 
results with data collected from a different source 
show the same effects).

We contend, however, that reproducibility serves as a 
vital foundation for evaluating replicability. A reproduc
ible study boosts confidence in its results, making it 
meaningful to further examine its robustness and gener
alizability. The provision of data sets allows for the detec
tion of anomalies and fraud. Materials provided for the 
reproduction of a study often facilitate its replication as 
well, by allowing researchers to better understand the 
structure of data and to apply the same analysis code to 
new data sets. In addition, to support replication studies, 
materials required to be provided under most code and 
data policies extend beyond those purely needed for 
reproduction. Even if data sets are not available and 
reproducibility thus not achievable, the packages never
theless contain detailed descriptions of data provenance 
and variable dictionaries, aiding replication researchers 
in gathering new data. For surveys, materials include 
complete questionnaires or their software implementa
tions, while for experimental studies, they encompass 
experiment instructions, software code, and other re
sources critical for running a replication study.

In conclusion, our study illuminates the critical impor
tance of reproducibility in maintaining the integrity and 
credibility of scientific research in Management Science 
and related fields. By addressing data availability chal
lenges and refining journal code and data review proce
dures, the academic community can work collaboratively 
to improve reproducibility. These efforts are essential to 
ensuring that robust research findings continue to guide 
decision making and contribute to the advancement of 
knowledge.
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Endnotes
1 Retrieved on August 22, 2023, from https://pubsonline.informs. 
org/page/mnsc/datapolicy.
2 We use the term “largely reproduced” when only minor issues 
were found and the conclusions from the analysis were not 
affected.
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3 Other scholars refer to computational reproduction also as verifi
cation (Clemens 2017), verifiability (Freese and Peterson 2017), or 
pure replication (Hamermesh 2007, Ankel-Peters et al. 2023).
4 For comparison, out of the top 25 journals in the 2022 Scimago 
ranking in Economics and Econometrics, 23 have code/data poli
cies, 17 require that code/data are shared, and 6 have code/data 
editors. There is some overlap of this set of journals with the Uni
versity of Texas Dallas list.
5 If code and data are included, the CDE team also attempts to run 
the code, but without verifying outputs. As a contrasting example, 
the American Economic Association (AEA) uses a different model 
with a paid data editor position including a budget for administra
tive and research assistants, where all replication packages for all 
AEA journals are fully reproduced before a final acceptance deci
sion is made.
6 The preregistration can be found at https://osf.io/mjqg5. Unless 
otherwise noted, we followed our preregistered procedures.
7 In our preregistration, we mention 450 articles, but during the 
review phase we noted that 3 of these articles did not fall under the 
disclosure policy, reducing the initial sample to 447.
8 We thus deliberately did not include articles in our study that 
were accepted after the introduction of the 2019 policy but were not 
subject to it because they were originally submitted before the intro
duction. For these articles, their authors could have falsely assumed 
that the new disclosure policy applies, whereas it did not, thus bias
ing our assessment of the effect of the policy.
9 For example, a reviewer may indicate that log files are provided 
but did not verify whether they are consistent with the results. In 
other cases, the overall assessment of a replication package may not 
have been consistent with the individual assessments of tables and 
figures. Some reviewers could initially not find the replication pack
age because the respective link was missing on the journal’s web 
page, and we provided them with the correct links.
10 In addition, the journal allows authors to submit an improved 
replication package, which will replace the previous (reviewed) rep
lication package on the journal’s replication server. However, our 
analysis is only based on the original replication materials.
11 Two reviewers entered unrealistically high numbers of more 
than 160 hours (four working weeks); we set these observations to 
“missing” in our data set. The median reviewer spent four hours.
12 These 30 articles are not part of the analysis. We observe little evi
dence of selection issues. Table B.1 in Online Appendix B compares 
the software requirements of the 30 articles without a report and 
the 459 articles with at least one report. It seems that articles where 
we could not find a suitable reviewer were less likely to use the 
most common software Stata and more likely to use one of the less 
often used software. However, these differences are statistically not 
significant at the 5% level (Fisher exact test, two-sided, on the fre
quency of Stata and frequency of “Other” software).
13 There have been some changes in the structure of departments at 
the journal over the past years. In case departments were changed or 
merged, we classified articles by the current (successor) department.
14 One reason for this might be a higher awareness for the issues of 
reproducibility and replicability in this field. Another reason could 
be that most of the primary authors of this reproducibility study 
come from this research area.
15 In Online Appendix D, we provide more details on variability in 
reviewer assessments.
16 This qualification of assessments was not yet anticipated in our 
preregistration.
17 However, these 40 of 332 articles are heavily selected: authors 
voluntarily provided a replication package while being encouraged 

but not required by the journal. More than 50% of these articles 
were published in the BDE department, and none of them belonged 
to the finance department, indicating selection also on availability 
of data.
18 One may argue that when replication materials are not voluntarily 
provided to the journal, they may still be hosted on authors’ personal 
websites or in other archives. For a random sample of 50 of 292 arti
cles without replication package, we searched all author websites and 
repositories for replication materials, and we found none.
19 We obtain the same conclusions using corresponding probit/ 
logit models or Fisher exact tests. Strictly speaking, our data does 
not allow to imply a causal effect of the disclosure policy. Authors’ 
attitudes toward making their research reproducible may have 
independently changed over time, just as the intensity of policy 
enforcement at the journal may have varied. Older replication 
packages may be less reproducible due to software changes. The 
introduction of the policy does not have features of a natural experi
ment, and our sample only spans a relatively short (and inter
rupted, see Endnote 8) time period.
20 Multiple issues may apply to the same article.
21 In Table B.2 in Online Appendix B we contrast these numbers 
with the reasons for non-reproducibility for articles that voluntarily 
provided replication packages before the 2019 disclosure policy 
took effect. Although the sample size for this period is low (N� 18), 
it appears that reasons for non-reproducibility of voluntarily pro
vided packages are less likely to be missing data and more likely to 
be issues with missing or non-working code. Reproducibility for 
older materials may also be affected by limited backward compati
bility of statistical software, sometimes producing different results. 
The reviewers in our study did not report such issues, but they may 
be more relevant when comparing more distant time frames.
22 Table B.3 in Online Appendix B demonstrates the variation of 
paper types/methods across the different departments of the jour
nal. In the table, we ordered departments and methods by their 
reproducibility to highlight the correlation.
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